PRIMER: DEFENDING THE RIGHTS OF REFUGEES AND MIGRANTS IN THE DIGITAL AGE
Amnesty International is a movement of 10 million people which mobilizes the humanity in everyone and campaigns for change so we can all enjoy our human rights. Our vision is of a world where those in power keep their promises, respect international law and are held to account. We are independent of any government, political ideology, economic interest or religion and are funded mainly by our membership and individual donations. We believe that acting in solidarity and compassion with people everywhere can change our societies for the better.
This primer is an introduction to the pervasive and rapid deployment of digital technologies in asylum and migration management systems that create and sustain systemic discrimination. It presents a high-level snapshot of some of the key digital technology developments in asylum and migration management systems, in particular systems that process large quantities of data, and highlights some of Amnesty International’s key human rights concerns. This primer is not intended to be an exhaustive mapping of all digital developments to date in this field but rather a starting point for those considering how to defend the rights of refugees and migrants in the digital age.

With special thanks to Dr Keren Weitzberg and Roya Pakzad who undertook the scoping research and identified the human rights issues outlined in the report, and to the grassroots organisations and individuals who took part in the research and generously shared their knowledge and expertise, including, among others: Surveillance Resistance Lab, Derechos Digitales, Privacy International, ChinaMade project at the University of Colorado, Human Rights Watch, Access Now.

1. Dr Keren Weitzberg is a tech and migration researcher who works at the intersection of science and technology studies, migration studies, and critical race studies. She examines problematics related to mobility, digital identity, biometrics, and fintech in East Africa and beyond.
2. Roya Pakzad is the founder and director of Taraaz, a research and advocacy non-profit working at the intersection of technology and human rights. She is also an affiliated scholar at UC Berkeley’s CITRIS Policy Lab.
1. DIGITAL TECHNOLOGY IN MIGRATION MANAGEMENT AND ASYLUM SYSTEMS: WHY IS IT A HUMAN RIGHTS CONCERN?

Digital technology interventions are increasingly shaping and delivering the migration management and asylum policies of states. While Amnesty International and other civil society organizations have long documented grave human rights violations by governments in deterring, preventing, pushing back and punishing people on the move, including refugees and asylum seekers, more recently these policies and practices have become overlaid with rapidly expanding digital technology capabilities developed by private tech companies. The proliferation of digital technologies and so called “smart border” technology has created new forms of private-public partnerships, and with them a gamut of human rights threats. From electronic monitoring, satellites, and drones to facial recognition, “lie detectors” and iris scanning, there is a growing and urgent need to investigate and understand these technologies and their impact.

Digital technologies are reinforcing border regimes that discriminate based on race, ethnicity, national origin, and citizenship status. Inherent racism is deeply ingrained within migration management and asylum systems. These technologies risk perpetuating and concealing racial biases and discrimination under the guise of neutrality and objectivity rooted in historical and colonial practices of racialised exclusion. Their use disproportionately impacts racialised people and creates different forms of...
discrimination. Much more robust safeguards against these technologies are needed, as the human rights risks to migrants, refugees and asylum seekers remain steadily on the rise and continue to perpetuate racial exclusion and discrimination.

Amnesty International recognises that digital technology could support the respect, protection and promotion of refugee and migrants’ rights in certain situations, for example through connecting people on the move with vital services and reliable information. Yet, it still entails risks including to the rights to privacy and non-discrimination. People on the move are increasingly perceived as “security threats”, and “national security” measures are continuously implemented to exclude people based on their perceived race, ethnicity and religion, among other grounds. For example, disproportionate and unlawful surveillance and other measures increasingly used for racial profiling and policing create and sustain human rights violations, and are also increasingly adopted for use against asylum seekers, refugees and migrants, broadly. These measures and uses of digital technologies are a slippery slope towards the erosion of crucial protections for communities on the move. The combination of corporate interests, a general lack of respect for the rights of people on the move, and systemic racism and discrimination can allow technology to develop faster than the sufficient safeguards and oversight required to hold an ever-growing tech sector to account.

2. KEY TERMINOLOGY A-Z

ALGORITHMS

An algorithm is a list of mathematic rules which solve a problem. The rules must be in the right order – think of a recipe. Algorithms are the building blocks of Artificial Intelligence (AI) and Machine Learning (ML). They enable AI and ML technologies to train on data that already exists about a problem so that they are able to solve problems when working with new data.

ARTIFICIAL INTELLIGENCE (AI)

There is no widespread consensus on the definition of AI because the term does not refer to a singular technology and rather encapsulates myriad technological applications and methods. Most formal definitions will refer to a range of data-driven processes which enable computers to execute very specific or more general tasks, such as decision-making or solving problems, in place of or to assist humans.

Amnesty International intentionally takes a broad definition of AI in order to adequately and holistically interrogate the human rights impacts of the various components, practices and processes that underlie AI technologies.

Broadly speaking, AI is any technique or system that allows computers to mimic human behaviour.

BIOMETRIC DATA

Data that is based on physical/biological features of individuals for example fingerprints, iris prints, facial imagery, and other highly personal characteristics. This data is often collected and stored for the purposes of identifying an individual or authenticating their identity.7

BORDER-INDUSTRIAL COMPLEX

This concept (also sometimes referred to as the border surveillance industry or immigration-industrial complex), refers to the closely intertwined relationships between governments and the private sector, including tech companies in asylum and migration management systems.8

EXTERNALIZATION

A range of migration management policies that focus on shifting the responsibility of providing international protection to refugees and asylum seekers to other countries, or on enlisting source or

---

transit countries in tightening control over their borders. Externalization policies share the objective of preventing or punishing irregular border crossings by refugees, asylum seekers and migrants, often mobilizing and leveraging international financial aid.

**FACIAL RECOGNITION**

A computer vision technique – that is, a method of visually identifying objects, people and terrain in computer systems – used to identify the faces of humans. This happens using a reference facial image (for example a picture gathered from CCTV footage), together with an algorithm previously trained to map, identify, and compare images served to it via other databases (for example, drivers’ license registries, social media profiles, etc).

Facial recognition technology (FRT) for identification (also known as 1:n facial recognition) is a technology of mass surveillance by design, and as such is a violation of the right to privacy.

Facial recognition for authentication (commonly known as 1:1 facial recognition) uses a different process, in which two images are directly compared, and usually involves the person in question, for example when an image of a person is directly compared to their passport photo, or when one uses one’s face to unlock a phone.

**GPS TECHNOLOGIES**

Global Positioning System – a navigational system used to identify the longitudinal and latitudinal position of people, objects and places across the planet.

**INTEROPERABILITY**

The ability of one system or database to seamlessly exchange or find information within another system or database.

**INTERSECTIONAL DISCRIMINATION**

When discrimination on different grounds operates together to produce compounded or distinct disadvantages. For example, if a Black or Muslim asylum seeker is more likely to experience migration-related detention, the discrimination and violation of their human rights is due to a combination of their perceived or real race, national origin, immigration or citizenship status.

**NON-REFOULEMENT**

The legal obligation for states not to return or transfer anyone to a place or jurisdiction where they would be at real risk of persecution or other serious human rights violations or abuse.

**RACIAL DISCRIMINATION**

The International Convention on the Elimination of All Forms of Racial Discrimination (ICERD) defines racial discrimination as:

> “any distinction, exclusion, restriction or preference based on race, colour, descent, or national or ethnic origin which has the purpose or effect of nullifying or impairing the recognition, enjoyment or exercise, on an equal footing, of human rights and fundamental freedoms in the political, economic, social, cultural or any other field of public life.”

---

“SMART” BORDERS
The use of technological systems in reinforcing borders, for example biometric identification and registration, the automated detection of human movement and object recognition, automated entry/exit systems at the border, and/or apps used to govern asylum applications, to name a few.

SYSTEMIC RACISM
The United Nations Human Rights Council Advisory Committee has pointed out that racism is a systemic problem that:

“operates through an interrelated or closely coordinated network of laws, policies, practices, attitudes, stereotypes and biases. It is upheld by a wide range of actors, involving State institutions, private sector and societal structures more broadly. It results not only in express, direct, de jure or intentional discrimination, but also in covert, indirect, de facto or unintentional discrimination, distinction, exclusion, restriction or preference on the basis of race, colour, descent or national or ethnic origin. It is frequently rooted in historical legacies of enslavement, the trade in enslaved Africans and colonialism. And it tends to govern opportunities and outcomes across generations.”

TECHNO-SOLUTIONISM
The idea that complex social, economic and political problems can be overcome by technology.

3. THE IMPACT OF DIGITAL TECHNOLOGY ON THE RIGHTS OF REFUGEES AND MIGRANTS

3.1 TECH-ENABLED “ALTERNATIVES TO DETENTION” (ATD)

Migration-related detention is often abusive and discriminatory, both because it is often arbitrary and targets racialised people and because human rights violations by states and abuses by private entities often happen during migration detention.11 Migration-related detention carries the risk of having racially disparate impacts by targeting people on the basis of their perceived race, ethnicity, and religion.12 Moreover, detention in itself constitutes a severe restriction of human rights and a serious intrusion on the right to liberty in particular, which can only be restricted in specific and most exceptional of circumstances. Under international law, the enjoyment of personal liberty should be any individual’s default condition. Migrants, refugees and asylum seekers, like anyone else, must benefit from a legal presumption of liberty and, as a consequence, any restrictions to their liberty shall be clearly prescribed by law, strictly justified by a legitimate purpose, necessary, proportionate and non-discriminatory.

Several states have adopted ATD programmes, purportedly to reduce the use of immigration detention, including measures such as bail, designated residence, home curfews, community-based supervised release or case management.13 Some governments have also adopted non-custodial programmes

12. International human rights law restricts the use of both custodial and non-custodial measures, namely detention and measures short of detention, also known as “alternatives to detention” for migration control. As with the use of detention, these “alternatives” must still comply with the principles of legality, necessity, proportionality, and non-discrimination.
based on tech-enabled electronic ATD products (e-ATDs), such as electronic ankle monitors, voice recognition and facial recognition apps. For example, in 2004 the United States (US) Department for Homeland Security (DHS) initiated two programmes, the Intensive Supervision Appearance Program (ISAP) and the Electronic Monitoring Device Program, to implement non-custodial measures for migrants and asylum seekers. According to US Immigration and Customs Enforcement (ICE), they were intended to “provide expanded options for release of adult aliens, by assisting officers in closely monitoring aliens released into the community”. The ISAP program reached over 350,000 enrollees but has been on the decline.15

While these products proliferate, academics and human rights defenders have linked these programmes to actual and potential human rights violations.16 One significant concern is the lack of transparency or oversight when it comes to the privacy or security measures taken by companies in designing and developing e-ATD tools. This is not only a matter of weak cybersecurity measures or concerns over data breaches. The privacy of migrants and asylum seekers – and in some cases their family members – is at risk of being violated through the constant surveillance of their movements, which can be unnecessary and/or disproportionate. In addition, opaque data-sharing practices between private companies, third-party partners, and government agencies (including law enforcement agencies and border control offices) are also cause for alarm. For example, corporate partnerships between ICE and tech companies such as Palantir have also been directly linked to the ability of the agency to use broad data surveillance practices to hone in on, detect and detain undocumented migrant workers. Nearly 700 workers were detained by ICE during a 2019 raid of a Mississippi chicken processing factory, with multiple media sources alleging the use of the Palantir-supplied Falcon – a relationship mapping and predictive tool in use by ICE Homeland Security Investigations (HSI) – to power the operation.17

Palantir has denied any wrongdoing to Amnesty International, stating that it “does not own or control data but enables its customers to analyze their own data”.18

Additionally, e-ATDs – either as electronic ankle monitors or voice monitoring devices – are prone to false positives and technical glitches that might result in penalizing migrants arbitrarily, including for their manner of speaking or accent, which disproportionately affects racialized people.19

In 2016, the United Kingdom (UK) brought in mandatory electronic ankle “tagging” of all foreigners facing deportation.20 In August 2021, this was extended to include those on immigration bail. By September 2022, nearly 15,000 people were enrolled in electronic monitoring in the UK, expanding a system that puts at risk human rights, including the rights to dignity and respect, privacy and bodily autonomy. In May 2022, plans to deploy more advanced forms of these already invasive surveillance

practices were rolled out; a data protection impact assessment (DPIA) shared by the UK’s Home Office in a Freedom of Information request by Privacy International revealed plans to roll out a smartwatch tracking system for periodic daily monitoring of UK-based asylum seekers.21

While the interference with an individual’s right to privacy is only permissible under international human rights law if it is neither arbitrary nor unlawful, people on the move – with precarious immigration status; migrants, refugees, and asylum seekers alike – are increasingly having to compromise on their human rights, in exchange for possible passage.

International human rights law and standards set out a three-part test to determine whether an interference with the right to privacy is legitimate or amounts to a violation: firstly, any interference must be prescribed by and in accordance with the law (legality); secondly, it must be pursuant to a legitimate aim; thirdly, it must be strictly necessary to meet a legitimate aim, such as protecting national security or public order (necessity) and be conducted in a manner that is proportionate to that aim and non-discriminatory, which means balancing the nature and the extent of the interference against the reason for interfering (proportionality). Technology-driven alternatives to detention bring to the fore the question of whether these are proportionate, especially when they involve the usage of experimental technologies with wide-ranging privacy implications.

Another significant human rights concern is how the use of these technologies also exacerbate racial profiling and policing. Systemic racism also prompts human rights violations occurring in migration management and asylum systems, including in the use of e-ATD technologies. Inherent racism within law enforcement and immigration systems often lead to targeting of racialised people and communities, contributing to the criminalization of racialised people on the move.22

BOX 1: ON BUSINESS AND HUMAN RIGHTS

All companies have a responsibility to respect human rights wherever they operate in the world and throughout their operations – a concept clearly articulated in the globally acknowledged UN Guiding Principles on Business and Human Rights.23 This corporate responsibility to respect human rights is independent of a State’s own human rights obligations and exists over and above compliance with national laws and regulations protecting human rights.24

The responsibility to respect human rights requires companies to avoid causing or contributing to human rights abuses through their own business activities, and address impacts in which they are involved, including by remediating any actual abuses. It also requires companies to seek to prevent or mitigate adverse human rights impacts directly linked to their operations, products or services by their business relationships, even if they have not contributed to those impacts.25 They should also refrain from lobbying governments to obtain concessions or advantages, such as beneficial changes in laws or policies which have a negative impact on the human rights of others.

23. This responsibility was expressly recognized by the UN Human Rights Council on 16 June 2011, when it endorsed the UN Guiding Principles on Business and Human Rights (UN Guiding Principles), and on 25 May 2011, when the 42 governments that had then adhered to the Declaration on International Investment and Multinational Enterprises of the OECD unanimously endorsed a revised version of the OECD Guidelines for Multinational Enterprises, See Human Rights and Transnational Corporations and other Business Enterprises, Human Rights Council, Resolution 17/4, UN Doc. A/HRC/RES/17/4, 6 July 2011; OECD Guidelines for Multinational Enterprises, OECD, 2011, [https://www.oecd.org/dataoecd/46/38/44751641.pdf](https://www.oecd.org/dataoecd/46/38/44751641.pdf)
24. UN Guiding Principles on Business and Human Rights, Principle 11 including Commentary,
3.2 BORDER EXTERNALIZATION AND TECHNOLOGY

As part of efforts to prevent the irregular arrival of refugees and migrants, states in the Global North have enacted measures outside of their own borders through cooperation with other countries. Characterized as ‘externalization’, these measures bring immigration controls further along transit routes and can include formal agreements or informal arrangements providing funding and technical support for partner countries’ border control agencies, including operational tools to facilitate containment and returns.26

Increasingly, border externalization policies are enacted through the deployment of sophisticated and invasive digital technologies. These technologies reinforce racialized forms of exclusion to deter the mobility of Black, Muslim, and other racialised migrants, asylum seekers and refugees.27 For example, the European Union (EU) has expanded its borders virtually into the Mediterranean and across transit regions in Africa through a range of technologies, including radar, high-tech cameras, satellite data, electro-optical sensors (for example, motion detection), drones and biometric systems impacting Black African migrants, refugees and asylum seekers.28

These technologies bring additional human rights risks. The US and EU countries have entered into externalization arrangements involving data-sharing and technology exchanges with countries that have a track record of serious and widespread violations towards refugees and migrants. For example, through its provision of assets, training and coordination of assistance to Libyan authorities, the EU has enabled Libyan coastguards to intercept boats and take refugees and migrants back to Libya, where they are exposed to arbitrary detention, torture and other ill-treatment, including sexual violence, and other violations and abuse.29 This support is bolstered by the EU’s own aerial real-time surveillance: both Italy and Frontex, the European Border and Coast Guard Agency, operate drones and other aerial assets over the central Mediterranean to identify refugee and migrant boats at sea and report their position to the Libyan authorities, triggering their intervention. Frontex’s Eurosur surveillance system also collects information via radar and satellites, which is shared with various countries through “Seahorse” networks.30

There are growing allegations that the use of technology to monitor, track and intercept refugees and migrants on their journeys may contribute to migrant deaths as migrants take more perilous routes to avoid surveillance. For example, a recent study using geospatial analysis showed a positive correlation between “hardship and suffering” – and by extension, migrant mortality, along the US-Mexico border between Arizona and Sonora state – and the expansion of “smart” surveillance infrastructure in the area. This includes sophisticated AI-driven watchtowers.31 This case is also an example of how the use of technology has racially disparate impacts against Black, Latin American, and other racialised people and communities, increasing the risk of racial profiling along the border.32

---

From the perspective of international law, external migration policies are not unlawful per se. However, policies focusing on the externalization of border control and/or asylum processing pose very significant human rights risks, and their implementation often results in refugees, asylum seekers and migrants being contained in or returned to countries where they are subjected to serious human rights violations. Among the rights at risk are the right to seek and enjoy asylum, the right not to be subjected to arbitrary arrest and detention; the right to be protected from refoulement – which prohibits States from removing or transferring anyone, in any manner whatsoever, to a place where an individual would be at real risk of torture or other serious human rights violations – and the right to be free from discrimination.

In addition, externalization measures, which shift responsibility for providing international protection to third countries, exacerbate the unfair distribution of responsibility for protecting refugees between countries in the Global North and the Global South, where the vast majority of refugees are hosted. Externalization of refugee protection is also inconsistent with the principles of solidarity and international cooperation underpinning the international protection system.

### 3.3 DATA EXTRACTION SOFTWARE

There is a growing trend towards the use of data extraction software for immigration control. As the former Special Rapporteur on contemporary forms of racism has pointed out, it “targets only asylum seekers and is justified by racist and xenophobic political discourse”. In countries including Austria, Belgium, Denmark, Germany, Norway and the UK, the law allows for the phones of migrants and asylum seekers to be seized and data extracted from them for the purposes of corroborating (or not) their testimonies when processing asylum claims. This may include reviewing searches, browsing and social media activity; tracking travel history through GPS records and metadata; and even accessing information on the cloud that a user may think they have deleted.

The use of phone data extraction software has been the subject of a lawsuit brought by the German NGO Gesellschaft für Freiheitsrechte (GFF) on behalf of three asylum seekers. The German Federal Office for Migration and Refugees (BAMF) initially introduced the policy in 2017, allowing the office to “extract and analyze data from data carriers such as phones in order to check their owner’s stated origin and identity.” The system, which generates a report from every instance of extraction, is accessible only to lawyers but is kept out of reach from applicants. A report by the GFF summarizes that 64 per cent of cases contain no usable results, 34 per cent confirm the origin and identity claims of the individuals, while only 2 per cent contradict the applicants’ claims. In the lawsuit, the plaintiffs argued that their rights to privacy were violated when German authorities routinely ordered them to unlock and hand over their mobile phones for “evaluation”. The court decided that, in this specific instance, the searches were routinely disproportionate since less intrusive measures would have been available. It left open the question of whether the practice could otherwise be lawful.
In March 2022, the UK High Court ruled that the Home Office acted unlawfully in breach of human rights and data protection laws when it seized the phones of at least three asylum seekers arriving on small boats and pressured them into sharing their passwords.\textsuperscript{40} Opaque policies of seizure and retention perpetuate and reinforce a hostile and unsafe environment for asylum seekers.

Involuntary data extraction for processing asylum claims poses a range of risks to human rights, including the right to privacy and the right to seek asylum, and puts individuals in danger of being forcibly returned to a country where there is a risk of persecution or other serious human rights violations. Data extraction may represent a disproportionate and unnecessary interference on refugees' and migrants' right to privacy on the basis of their status and it is often based on discrimination around race, ethnicity, national origin and citizenship status.\textsuperscript{41} Even where such data extraction systems – due to the technical specifications of the tools in use or practice – take in all available data, they would constitute a disproportionate interference with the right to privacy per se. There are also concerns about the reliability of the data obtained by such intrusive methods, and, potentially, data extraction can be used to undermine the right to a fair asylum procedure where it enables authorities to make dubious and sweeping conclusions about an asylum seeker’s application.\textsuperscript{42} Furthermore, it also reinforces existing stigmatization and discrimination against racialised people and communities.

**BOX 2: ON INTERSECTIONALITY**

Whilst this primer provides a general overview of the adverse human rights impacts of digital technologies on the lives of migrants, refugees, and asylum seekers, the severity of the impacts can significantly increase depending on age, gender, sexuality, race, ethnicity, class or caste, disability, socio-economic factors, and more. In other words, age, gender, sexuality, race, ethnicity, class or caste, disability and socio-economic factors all play a role in shaping, and in some ways exacerbating the risks posed by technology for migrants, refugees, and asylum seekers. As structural discrimination does not operate in isolation, individuals may suffer additional or unique forms of discrimination due to a combination of different forms of discrimination they are subjected to.

For instance, migrant and refugee children may be more vulnerable to invasive data collection and surveillance due to their age, more limited autonomy, power imbalances between them and the adults collecting the data and even more limited understanding of the short and long-term implications of their data being collected. Governments, companies, and humanitarian actors need to take these factors into account when collecting children’s biometrics.

Viewing technologies through a racial justice lens similarly highlights serious discriminatory impacts. Professor Tendayi Achiume, former Special Rapporteur on contemporary forms of racism, racial discrimination, xenophobia and related intolerance, has written and spoken extensively on this. She has previously argued:

\begin{quote}
...
\end{quote}

\textsuperscript{40} Full court ruling available here: Royal Courts of Justice, Case No: CO/4793/2020, CO/577/2021, 25 March 2022. \url{https://dpglaw.co.uk/wp-content/uploads/2022/03/MA-KH-judgment.pdf}

\textsuperscript{41} Usually, this process involves an assumption of deception, and uses reductive variables (such as language of phone device, where it was purchased, and the language in which communication is done on it) as a metric for country of provenance. Gesellschaft für Freiheitsrechte, “Germany: Invading refugees’ phones – security or population control?”, 11 March 2020. \url{https://edri.org/our-work/germany-invading-refugees-phones-security-or-population-control/}

\textsuperscript{42} Rapporteur on contemporary forms of racism, xenophobia, relativ intolerance, E. Tendayi Achiume, Report: Racial and xenophobic discrimination and the use of digital technologies in border and immigration enforcement (previously cited).

Amnesty International
3.4 BIOMETRICS

Biometrics are among the most ubiquitous technologies deployed for identification, verification, and authentication purposes along borders. The collection and use of biometric data raise concerns of direct and indirect forms of discrimination based on race, ethnicity, national origin, descent and religion, such as the misrecognition of Black people by facial recognition technologies or the de facto exclusions based on national origin. A range of national and international agencies are building biometric databases to cross-check people against watchlists, identify origin and transit countries and verify refugees’ and migrants’ identities. Humanitarian organizations such as the UN Refugee Agency (UNHCR), and the UN World Food Programme (WFP), have developed vast global fingerprint/iris databases in an apparent effort to prevent multiple registrations and duplications of refugee data. EU member states rely heavily on databases containing biometric data, such as Eurodac, which among other functions helps to determine the state responsible for processing an asylum claim made in the EU.

Examples from different parts of the world show that the design and use of different emerging digital technologies can be combined intentionally and unintentionally to produce racially discriminatory structures that holistically or systemically undermine enjoyment of human rights for certain groups, on account of their race, ethnicity or national origin, in combination with other characteristics. In other words, rather than only viewing emerging digital technologies as capable of undercutting access to and enjoyment of discrete human rights, they should also be understood as capable of creating and sustaining racial and ethnic exclusion in systemic or structural terms.


In October 2018 the EU announced it was funding a new automated border control system to be piloted in Hungary, Greece and Latvia. Called iBorderCtrl, the project uses an artificial intelligence (AI) “lie-detecting” system fronted by a virtual border guard to quiz travellers seeking to cross borders, while assessing the minute details of their facial expressions (known as “micro expressions”) using facial and emotion recognition technologies. Travellers deemed to answer questions honestly by the system are provided with a code allowing them to cross, while those not so lucky are transferred to human border guards for further questioning. iBorderCtrl is only one of many projects seeking to automate EU borders with the objective of countering irregular migration. This new tendency within Europe raises a series of serious human rights concerns, not least as such lie-detection on the basis of micro expressions has been debunked as
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rooted in phrenology, which has strong ties and parallels with eugenics.

First, named in Paul Ekman’s work, “micro expressions” are misleadingly claimed to be able to establish truthfulness as a function of the frequency of eye-blinking, direction of sight, movement of facial muscles, and changes in tone of voice. The iBorderCTRL tool categorizes this data into levels of deceptiveness, on the basis of a universal baseline of the intersection between facial expressions and morality.

Such presumptions are sure to shore up undignified treatment of migrants, whose intentions are measured against pseudoscientific dissections of their facial expressions, as opposed to their stated intent. This is not only inaccurate and unnecessary, but has severe implications for the right to privacy, equality and non-discrimination, the right to asylum, and the freedom of movement.

Border monitoring systems around the EU are just one manifestation of the trend of technosolutionism, a trend that has seen governments and tech companies alike, resort to high-tech solutions to everything from climate change to famine and migration, often distracting from the non-technical, structural policy solutions required. In light of the amount of investments in projects using automated technologies for border control purposes funded by Horizon 2020, the biggest EU research and innovation programme ever, the EU’s interest in this area is very clear.

For instance, between 2014 and 2020, Frontex invested €434 million on surveillance and IT infrastructure; for 2021-2027, the European Commission earmarked some €34.9 billion for border control more broadly. This includes, for example, the forthcoming European Travel Information and Authorisation System (ETIAS). The ETIAS system cross-references with open-source data online, including social media, medical information and more, to assess digital identity and determine the threat a traveller might pose to the security of Europe. These types of systems facilitate and reinforce racialised exclusion.

In 2016 and 2020, the European Commission proposed successive revisions to the Eurodac Regulation, which sought to expand the Eurodac biometric migration database. On 20 December 2023, the Council and the European Parliament reached a political agreement on this Regulation, as part of a broader package of reforms. The reforms, which will be formally adopted in 2024, will expand the categories of personal data being stored in Eurodac, such as facial images; make the collection of biometric data mandatory for anyone over six years of age (compared to 14 years under current rules); expand the personal scope of Eurodac; and facilitate access to data for law enforcement authorities.

Biometric data is considered especially sensitive as it allows the identification of an individual through a record of immutable personal characteristics. The creation of permanent biometric records of refugees and migrants poses particular human rights concerns. In the case of refugees and asylum seekers, there is a risk that their information might be shared – either intentionally (for example, as a form of state policy) or inadvertently (for example, through data breaches/insecure systems) – with authorities in the country from which they have fled, increasing the chances of further abuse and persecution.
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for them and their family members. Further concerns relate to the potential for surveillance, data breaches, restrictions to freedom of movement, discriminatory profiling and the further criminalization of marginalized ethnic, religious, and other racialized groups.

Outside the migration context, Amnesty International’s research in the occupied Palestinian territories, for instance, uncovered how the facial recognition system, Red Wolf, deployed at Israeli military checkpoints in Hebron, was being used to restrict the movement of Palestinians in the area. Here, Amnesty International discovered that the facial recognition-enabled restriction on movement at checkpoints was not temporary or limited, but systematic and discriminatory, with the system using databases consisting only of Palestinian data, at checkpoints intended for only Palestinian people, with Jewish Israeli settlers unaffected.

**BOX 3: ON FACIAL RECOGNITION, MASS SURVEILLANCE AND RACISM**

Facial recognition technology for identification violates the right to privacy because it cannot satisfy the requirements of necessity and proportionality under international human rights law. It entails widespread bulk monitoring, collection, storage, analysis or other use of material and collection of sensitive personal data (biometric data). Moreover, facial recognition systems are trained with image recognition algorithms that rely on vast amounts of individuals’ faces as input data to improve the system’s “success rate”, without the individuals’ knowledge or consent. Even where input data or training data is deleted, the algorithm underpinning the system has already benefitted from, and is in effect acting on the bases of, faces previously fed to the system, without the individual’s knowledge or control.

Additionally, the human rights harms of facial recognition technology are not experienced equally and raise well-known discrimination risks. For instance, certain groups may be disproportionately represented in facial image datasets due to discriminatory policing or other practices. Moreover, it is well-established that facial recognition technology systems perform unequally depending on key characteristics including skin colour, ethnicity and gender. These discrimination risks have been highlighted by various UN experts.

In January 2021, Amnesty launched “Ban the Scan”, a global campaign to ban the use of facial recognition systems, a form of mass surveillance that amplifies racist policing and threatens the right to protest. The Ban the Scan campaign has exposed how facial recognition has violated human rights from New York City, to Hyderabad, and Hebron and East Jerusalem in the occupied Palestinian territories. In particular, Amnesty International continues to expose the ways in which the technology is deployed in discriminatory manners against historically marginalised communities.

There is also the broader danger of function creep, that is, the widening use of a technology or of data beyond its initial purpose, for example, data collection by humanitarian agencies for the purpose of registration and access to services being used for migration control. The former Special Rapporteur on contemporary forms of racism has warned and raised concerns about how data is collected and the
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potential for significant discriminatory outcomes. In particular, using centralized systems for storing biometric information can facilitate surveillance and misuse of information, and make data breaches more damaging. In 2018, reports emerged about the Bangladesh government sharing the biometric data of Rohingya refugees collected by UNHCR with Myanmar – the country from which they had fled ethnic cleansing and violence. These reports were later confirmed by Human Rights Watch, who accused UNHCR of providing personal information from refugees to the government of Bangladesh.

Biometric data, initially collected for the purposes of registration and access to services, was shared for repatriation purposes in the absence of free and informed consent by refugees, putting them at risk.

An enabling factor of these dangerous linkages is the growth of interoperability which supports data-sharing between humanitarian organizations, national governments, and security agencies. While useful in certain contexts, interoperability poses significant risks in the migration context. Despite bureaucratic, national, corporate and proprietary hurdles to interoperability, there is a growth of international data-sharing arrangements between humanitarian organizations as well as border/immigration enforcement agencies. In 2019, two EU Regulations on interoperability entered into force, which merged “six existing EU databases created for security and border management purposes...into one single, overarching EU information system”.

Biometric and data-sharing can also be used to determine and deny access to services. Even when governments or humanitarian organizations obtain consent to data processing from refugees and migrants, this consent cannot be understood as necessarily freely given, as people cannot generally opt-out of biometric data collection without losing access to registration and essential services.

In his 2013 report to the United Nations General Assembly, the UN Special Rapporteur on the human rights of migrants, François Crépeau, called on states to allow migrants to access the public services needed for the enjoyment of their rights without fear of being arrested, detained and deported. In order to do so, states should implement “firewalls” between public services and migration control, whereby public services (healthcare, education, housing, labour inspection, local police) would be instructed not to request migration status information unless essential; and migration control would not have access to the information collected by public services relating to migration status.

### 3.5 ALGORITHMIC DECISION MAKING IN ASYLUM AND MIGRATION MANAGEMENT SYSTEMS

In a report entitled *Bots at the Gate*, researchers at the Citizen Lab at the University of Toronto surveyed various algorithmic decision-making tools developed for Canada’s immigration and asylum system, both at the border and in cities. Particularly alarming was the use of algorithmic risk assessment

---


tools by Canadian migration officers for the approval or rejection of visa and asylum applications.\textsuperscript{63} Academics Petra Molnar and Lex Gil have called these initiatives a “laboratory for high-risk experiments”, raising concerns about their human rights implications.\textsuperscript{64}

Algorithmic decision making in asylum and migration management systems can result in arbitrary decisions which may be impossible to challenge in the absence of procedural safeguards. Vulnerable to bias, system failure and other errors, the use of these tools could have a devastating impact on refugees and migrants including family separation, deportation and denial of asylum. It can also lead to racial and ethnic profiling and discriminatory denial of visas to people, based on their real or perceived ethnicity, race, national origin, descent, religion, and other characteristics, often on the false assumption that individuals of certain nationalities or with certain characteristics pose a “migration risk” for the compliance with immigration policies or “security threats” for national security concerns.\textsuperscript{65} These assumptions are based and justified in racist and xenophobic ideologies, discourses and structures.

Similar automated and risk-prediction methods have been deployed by the UK’s Home Office.\textsuperscript{66} In 2020, Foxglove, a non-profit organisation that fights to make tech fair for everyone, and the Joint Council for the Welfare of Immigrants (JCWI) successfully pressured the Home Office to drop its visa-streaming algorithms, which they claimed “entrenched racism and bias into the visa system”,\textsuperscript{67} through assigning certain nationalities risk scores that reinforce discrimination, combined with feedback loop problems, that use past biases and discrimination as baselines for the assessment of future cases.
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**BOX 4: ON SYSTEMIC RACISM AND THE PROHIBITION ON RACIAL DISCRIMINATION**

Systemic racism is embedded in migration and border control policies and practices, resulting in direct and indirect forms of racial discrimination. The principles of equality and non-discrimination run throughout international human rights law and standards and aim to achieve formal equality in law and in practice. However, as the former Special Rapporteur on contemporary forms of racism has noted, immigration laws and policies are not race-neutral and reinforce racial inequalities and discrimination. Thus, digital technologies have and exacerbate racially discriminatory impacts on migrants and refugees on the basis of race, ethnicity, national origin, descent, citizenship status, religion, and other characteristics. Increasingly, digital technologies are being used to push racist and xenophobic agendas, discourses, and structures contrary to international human rights standards.

As highlighted by the former Special Rapporteur on contemporary forms of racism, racial discrimination, xenophobia and related intolerance in her 2020 report on emerging digital technologies and racial discrimination:

“There can no longer be any doubt that emerging digital technologies have a striking capacity to reproduce, reinforce and even to exacerbate racial inequality within and across societies. A number of important academic studies have shown concretely that the design and use of technology are already having this precise effect across a variety of contexts.”
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Automated risk assessment systems further pose risks to data protection rights and principles. Even when profiling is not based directly on special categories of personal data that are protected by enhanced safeguards under applicable legislation, such as the EU General Data Protection Regulation (GDPR), it may use information that indirectly reveals such data. For example, a traveller’s religious beliefs or health data can be inferred from their dietary preferences, violating their right to data protection and resulting in racial profiling. Given the imbalance of power between refugees, migrants, and asylum and migration management authorities, information used for profiling systems can also be coercively and illegally extracted, without the freely given, specific, and informed consent of individuals as prescribed by the GDPR.68

Risk assessment tools pose further risks to individuals’ right to liberty and security under international human rights law. In an opinion regarding a proposed agreement between the EU and Canada on the transfer and processing of Passenger Name Records (“PNR”), the Court of Justice of the European Union has warned that automated processing of PNR could result in binding decisions affecting a person’s rights without proof that the person concerned is a public security risk.69 A risk assessment tool which was modified to always recommend immigration detention in the United States,70 for example, illustrates how such tools can facilitate arbitrary arrest and detention forbidden by international human rights law. In this instance, the software used to assess an individual’s case was altered to remove the possibility of release, leading to an increase in undue detentions.71

Given stated risks to the rights to non-discrimination, privacy and data protection, as well as right to liberty and security, Amnesty International holds that automated risk assessment and profiling systems in the context of migration management, asylum, and border control must be prohibited.72

**BOX 5: ON PRIVACY**

AI technologies rely on mass data collection and processing. Their growing adoption incentivizes an expansion in data harvesting infrastructures, which in turn requires expanding surveillance capabilities.

Under international law, States must demonstrate that an interference with the right to privacy is a legal, necessary and proportionate means of addressing a legitimate aim, which means balancing the nature and the extent of the interference against the reason for interfering with the right to privacy and ensuring that the technology used is the least intrusive means available.

Widespread bulk monitoring, collection, storage, analysis or other use of material and collection of sensitive personal and biometric data without individualised reasonable suspicion of criminal wrongdoing, amounts to indiscriminate mass surveillance. Amnesty International believes that indiscriminate mass surveillance is never a proportionate interference with the rights to privacy, freedom of expression, freedom of association and of peaceful assembly. Moreover, facial recognition systems are trained with image recognition algorithms that rely on vast amounts of input data.

3.6 CASE STUDY: THE CBP ONE MOBILE APPLICATION

In May 2023, new migration regulations adopted by the United States (USA) government came into force requiring asylum seekers and their families, arriving at the southern border of the United States without prior authorization, to use a mobile application – the CBP One mobile Application (CBP One) – to seek an appointment to present themselves at a port for entry into the USA.\(^\text{73}\) While CBP One had been used prior to May 2023, the new regulations made it mandatory. The application requires asylum seekers to be physically located in specific areas inside Mexico and to request and schedule an appointment to present themselves at a port of entry, whilst also submitting personal data, including a facial photograph for facial recognition purposes.

Even prior to wider roll-out in May 2023, Amnesty International and other organizations received information regarding numerous deeply concerning problems with CBP One, such as frequent crashing of the application and flaws with the facial recognition technology disproportionately affecting racialized individuals such as Haitians, Cubans, Nicaraguans and Venezuelans.\(^\text{74}\) Asylum seekers are forced to install the application on their mobile devices, which enables US Customs and Border Protection to collect data about their location by “pinging” their phones.

Issues that continue to be salient include problems with accessibility due to language availability or literacy barriers, lack of access to a cell phones or internet, and unavailability of appointments. Most significantly, the shortage of appointments means that many asylum seekers are left stranded and waiting for months in areas of Mexico where they are at risk of serious human rights violations, including rape and kidnappings, as reported by organizations.\(^\text{75}\) Those who choose to cross into the USA due to threats to their security in Mexico without an appointment may be considered presumptively ineligible for asylum and at higher risk of immigration detention.\(^\text{76}\)

The mandatory and exclusive use of CBP One undermines the right of persons arriving at the USA southern border to seek asylum and risks violating the principle of non-refoulment, a norm of customary international law. The use of facial recognition in CBP One, which appears to be referenced across a number of “derogatory databases”, indicates that there’s a risk of mass surveillance against groups of precarious communities on the move, compounded by GPS technologies and the digital collection of data on asylum seekers prior to entering the US. This raises serious privacy and non-discrimination concerns.\(^\text{77}\)
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3.7 CASE STUDY: THE EUROPEAN UNION ARTIFICIAL INTELLIGENCE ACT

AI systems are already widely used in Europe, including drones, lie detectors, biometrics, facial recognition and other often experimental technologies, creating a vast net of mass surveillance at, within and sometimes beyond Europe’s borders. These have “the potential to deepen racism, racial discrimination, xenophobia and other forms of exclusion”. In December 2023, the European Parliament, Member States, and the European Commission reached a deal on legislation governing the use of artificial intelligence in a Regulation on Artificial Intelligence (AI Act). Though the final text of the law is yet to be adopted, this is a significant step in so far as it has the potential to improve protections for people impacted by artificial intelligence. However civil society and other actors have voiced concerns about aspects of the draft Act pertaining to the use of AI systems in migration contexts, as the draft does not sufficiently protect people on the move and other marginalised groups from racism, discrimination, and a range of other human rights abuses. In some cases, the AI Act risks not only failing to address human rights harms in the migration context, but also facilitating them, for example by providing a legal basis for mass and discriminatory surveillance systems such as facial recognition and emotion recognition technologies used to disproportionately target people on the move, among other marginalised communities.

The AI Act does not sufficiently prevent the potential harms and risks these technologies pose, nor does it currently ban outright the most dangerous among them, for example predictive analytics systems used for preventing, curtailing, or intercepting migration, and pseudo-scientific lie detectors, such as AI polygraphs. In addition, EU member states are pushing to incorporate blanket exceptions in the AI Act for authorities using AI for “national security” purposes. This poses a risk of AI misuse against people on the move, and allows national security exemptions from public transparency and accountability measures on how law enforcement, migration and national security authorities are using AI systems.

The AI Act also fails to address the export of AI systems from Europe, which means surveillance and other unlawful technologies banned in the EU could be exported to countries neighbouring the EU to stop people’s movement before they reach EU borders. A cross-disciplinary coalition of partners, including Amnesty International has been calling for the AI Act to regulate all high-risk AI systems deployed in migration contexts, ban AI systems that pose an unacceptable risk and ensure that the Act applies to the EU’s huge migration databases.

81. #Protectnotsurveil, a cross-disciplinary coalition of partners, including Amnesty International has been calling for the AI Act to regulate all high-risk AI systems deployed in migration contexts, ban AI systems that pose an unacceptable risk and ensure that the Act applies to the EU’s huge migration databases.

78-79. See, for example, see #Protect not Surveil website: https://protectnotsurveil.eu
85. For example, see #Protectnotsurveil website: https://protectnotsurveil.eu
87. See. https://protectnotsurveil.eu
88. See. https://protectnotsurveil.eu/calls
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4. CONCLUSIONS AND RECOMMENDATIONS

Technology has become a ubiquitous and risky tool in shaping and delivering the migration management and asylum policies of states. It has the potential to create and sustain systemic racism, discrimination, and oppression, and it is continuously used to push racist and xenophobic agendas, discourses, and structures. Where states are pushing an agenda which is at odds with their human rights obligations towards refugees and migrants, these technologies risk contributing to or even exacerbating human rights violations. The technologies used in asylum and migration management may also be problematic in their own right, as their systems are vulnerable to bias and errors or lead to the collection, storage and use of information that threaten the right to privacy, non-discrimination, and other human rights.

Amnesty International is making the following recommendations when it comes to the use of data-intensive digital technologies in asylum and migration management systems:

STATES SHOULD:

• Address systemic racism, xenophobia, and discrimination that historically and increasingly shape migration management, asylum systems, border and immigration enforcement.

• Conduct human rights impact assessments and data protection impact assessments in advance of the deployment of digital technologies and throughout their lifecycle.

• Before any system is deployed, assess and establish the necessity and proportionality of the measure, as any technologies or surveillance measures adopted must be lawful, necessary and proportionate, and serve a legitimate aim under international human rights law.

• Address the risk that these tools will facilitate discrimination and other human rights violations against racial minorities, people living in poverty, and other marginalized populations.

• Incorporate human rights safeguards against abuse into any use of technologies.

• Give individuals the opportunity to know about, provide or withdraw consent for, and challenge any measures to collect, aggregate, retain, and use their personal data.

• Require businesses involved in developing and providing technologies in the context of refugee registration and border enforcement, including big data, artificial intelligence and biometric systems, to undertake human rights due diligence, in line with international standards such as the UN Guiding Principles on Business and Human Rights and the OECD’s Guidance on due diligence.
• Hold technology companies liable for human rights harms they have caused or contributed to, or for their failure to carry out human rights due diligence.

• Protect people’s data, including ensuring principles of data minimization, security of any personal data collected and of any devices, applications, networks, or services involved in collection, transmission, processing, and storage.

• Ensure that individuals who have been subjected to human rights violations resulting from being subject to the misuse of technologies have access to effective remedies.

• Enact legislation to ban the use, development, production, sale and export of remote biometric recognition technology for mass surveillance as well as remote biometric or facial recognition technology used for identification purposes used within their own jurisdictions.

• Prohibit automated risk assessment and profiling systems in the context of migration management, asylum, and border control.

• Prohibit any use of predictive technologies that wrongfully threaten the right to asylum.

• Prohibit AI-based emotion recognition tools, especially in the context of migration, asylum, and border control management.

ORGANIZATIONS AND SERVICE PROVIDERS DEPLOYING DIGITAL TECHNOLOGIES MUST:

• Conduct mandatory human rights due diligence and data protection impact assessments in advance of the deployment of digital technologies and throughout their lifecycle.

• Before any system is deployed, assess and establish the necessity and proportionality of the measure, as any technologies or surveillance measures adopted must be lawful, necessary and proportionate, and serve a legitimate aim under international human rights law.

• Address the risk that these tools will facilitate discrimination and other rights abuses against racialised people and communities, people living in poverty, and other marginalized populations.

• Explore any alternative non-invasive avenues that could meet the needs identified by service-providers, without unduly compromising the right to privacy, equality and non-discrimination, and freedom from surveillance.

• Incorporate safeguards against abuse into any use of technologies.

• Give individuals the opportunity to know about, give or withdraw consent for and challenge any measures to collect, aggregate, retain, and use their personal data.
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